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Outline

Multimodal Retrieval & Generation Tasks




C rO SS _ |\/| O d a | Any kind of query Multi-modal Database Retrieved Results

A car is a self-propelled wheeled

n
vehicle that does not operate on II
rails.

* Cross-modal retrieval aims
at retrieving relevant items

that are of different nature
w.r.t. the query format.

* For instance, users might _"‘

Input a text query and

retrieve images or videos
related to that query.

3D model

Zhu L, Wang T, Li F, et al. Cross-modal retrieval: a systematic review of methods and future directions[J]. arXiv preprint arXiv:2308.14263, 2023.



Composed
lmage Retrieval

Query image Query text Retrieved images

is blue print

== with short sleeves -

and it is a blue print

AL

{

. B
* Users can refine product | W Y
searches by providing details blue and flowered and it i a brighter tiered s blue print with is blue with short
: : has longer sleeves and is dress. and it is frilly short sleeves sleeves and has
an d CO nSt ral ntS N Na t ura | more blue and has more blue and it is a blue print shorter sleeves

language.
is red with a cat logo

on front and it is
+ —

more pop culture
and adolescent

W

* The system utilizes both

ViSU a | an d textua | featu res to is red and more  is red with a cat logo on  is more red and is a red t-shirt with the
. . bright and itis  front and it is more pop simple and it with letter 'i' at the center and
retrieve the desired results. lighter culture and adolescent  yellow stripes it shows a graphic with

yellow in it

Zhu L, Wang T, Li F, et al. Cross-modal retrieval: a systematic review of methods and future directions[J]. arXiv preprint arXiv:2308.14263, 2023.



Multimodal
Generation

* Image-to-Text generation
Include visual conversation,
visual knowledge reasoning,
visual commonsense
reasoning, storytelling,
personalized image-to-text
generation, etc.

Explain the advantages of
this product.

The audi e-tron quattro concept is a
plug-in hybrid electric sports car
that has a range of 310 miles and
can accelerate from 0 to 60 mph in
just 4 seconds.

8
8

Tell me something about
the history of this place. 8

The great wall of china was built in
221 bc by emperor qgin shihuang to
protect the emperor's capital from
invaders from the north.

Write down the facts that you

Itis a genus of flowering plants in the
orchid family, orchidaceae. It is
native to eastern asia and south east
asia. It is a perennial flowering plant
that grows up to a height of 1 m.

8

know about this flower. 8

Write a romantic message

that goes along this photo.

Love is like a sunset, it's hard to
see it coming but when it does it's
so beautiful.

8

\

&

r'; T—

Tell us about the photo you
took for Darren and Jade. 8

Darren and Jade are a couple who
have a passion for horses, so we
decided to take a photo of them
with a horse in the desert on their
wedding day.

Write a conversation
between the two animals.

cat: hey dog, can i ride on your back?
dog: sure, why not?
cat: i'm tired of walking in the snow.

8

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." International conference on machine learning. PMLR, 2023.



Multimodal
Generation

* Conditional Image
generation include text-
to-Image generation,
try-on, spatial control,
etc.

“An oil painting

»

of a space shuttle

i 5%

Input C

anny edge

Text-to-image generation

Input: Text

Default

“masterpiece of fairy tale, giant deer, golden antlers”

Conditioned text-to-image generation Input: Canny edge, text

Zhang, Lvmin, Anyi Rao, and Maneesh Agrawala. "Adding conditional control to text-to-image diffusion models." ICCV 2023.



Try-on task in fashion domain Input: clothing image, person image

Multimodal
Generation

* Conditional Image
generation include text-
to-Image generation,
try-on, spatial control,
etc.

long red sleeveless dress cream dress black belted light pink long dress form-fitting evening dress
red floor-length dress natural sleeveless v-neck dress dress black faux long striped dress red maxi dress
solid red long dress sleevless beige dress wrap dress faux leather pink women's long dress red solid halterneck gown

Human-centric fashion images design Input: text, human body poses, and garment sketches

Baldrati, Alberto, et al. "Multimodal garment designer: Human-centric latent diffusion models for fashion image editing." ICCV 2023.
Kim, Jeongho, et al. "Stableviton: Learning semantic correspondence with latent diffusion model for virtual try-on." CVPR 2024.
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Cross-modal
Retrieval Models

Single-stream architecture

A

Feed-Forward

1

Self-Attn

(L N

A dog 1s playing
football happily
on the grass.

Zhu, Lei, et al. "Cross-modal retrieval: a systematic review of methods and future directions." arXiv preprint arXiv:2308.14263 (2023).

Dual-stream architecture

* Recently, researchers have leveraged the powerful
representational capabilities of VLP models to significantly
enhance cross-modal retrieval performance. VLP models include
both single-stream and dual-stream architectures.

A A
N &

Feed-forward Feed-Forward
t i
Cross-Attn Cross-Attn
1 -1
Self-Attn Self-Attn
== ==
A dog is playing
football happily
on the grass.




Cross-modal
Retrieval Models

1. Contrastive pre-training

pepp.er the Text
aussie pup Encoder

Image
Encoder

 Dual-stream architecture: CLIP

2. Create dataset classifier from label text

L a photo of . Text
a {object}. Encoder R

T
— I I
— I I, T
- I3 IzTy
— Iy In'T

Radford, Alec, et al.

T2 TS TN
LT, LTy - Iy 3. Use for zero-shot prediction
T
IpT, IT7z -~ IyTy
Image
I,7T, IzT; Iz-Ty Encoder — I I
InT, IyTz -~ IyTy

"Learning transferable visual models from natural language supervision." ICML 2021.

1'1.7'2 1'1 .']"3 IT'TN

a photo of
adog.



Q-Former [

Image-Text Image-Grounded
Matching { Image-Text ] Text Generation
Input Image A »| Contrastive |« 4
( { Learning J ( )
K Feed Forward Feed Forward
0OSS-Maoadd — for every ¥
DD other block

Image

Cross Attention

Attention Masking
«— Dbidirectional —

- :
Retrieval Models  *9" &2

A
| 4 I)

-
% N SN\ Il-— mutlimodal causal —-JESENFAEliilel] x N
L —*= - uni-modal - =% —(- " )
Learned -
* Dual-stream Queries [D OO D] Input Text [a cat wearing sunglasses]
architecture: BLIP-2
. i ..
Q FO erJOlntly . Flickr30K Zero-shot (1K test set) COCO Fine-tuned (5K test set)
Optlmlze three ObJ eCtIVCS Model f)Tramable Image — Text Text — Image Image — Text Text — Image
. ) arams R@l R@5 R@10 R@l R@5 R@I0|R@I R@5 R@10 R@l R@5 R@10
which enforce the queries Dual-encoder models
£1 bl CLIP (Radford et al., 2021)  428M 880 987 994 687 906 952 | - - - - - -
(a set of learnable ALIGN (Jiaetal., 2021)  820M 886 987 997 757 938 968 | 770 935 969 599 833 898
beddi FILIP (Yao et al., 2022) 417M 898 992 998 750 934 963 | 789 944 974 612 843 906
embeddings) to extract Florence (Yuan etal., 2021) 893M 909 99.1 - 767 936 - |818 952 - 632 87 -
. . BEIT-3(Wang et al., 2022b)  1.9B 949 999 100.0 81.5 956 97.8 | 84.8 965 983 672 877 928
visual representation most :
1 h S . Fusion-encoder models
relevant to the text. No. 1t UNITER (Chen et al., 2020) 303M 83.6 957 977 687 892 939 |657 886 938 529 799 88.0
. > OSCAR (Lietal., 2020)  345M - - - - - - 700 91.1 955 540 808 885
has both retrieval and VinVL (Zhang et al., 2021)  345M - - - - | 754 929 962 588 835 903
: i PP Dual encoder + Fusion encoder reranking
generation abilities. ALBEF (Lietal, 2021)  233M 941 995 997 828 963 98.1 |77.6 943 972 607 843 905
BLIP (Li et al., 2022) 446M 96.7 100.0 100.0 867 973 987 | 824 954 979 651 863 918
BLIP-2 ViT-L 474M 96.9 100.0 100.0 88.6 97.6 989 | 835 960 980 663 865 91.8
BLIP-2 ViT-g 1.2B 97.6 100.0 100.0 89.7 981 989 | 854 97.0 985 683 877 926

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML, 2023.



Composed

lmage Retrieval

Models

* (a) Late fusion, (b)
pseudo-word embedding,
and (c) prompt-based
method. Late fusion and
pseudo-word embedding
are limited in handling the
cases where multiple
objects are involved in the
reference image and
complex changes, e.g.,
object removal or
attribute modification, are
Included In the relative
caption.

Bai, Yang, et al. “Sentence-level prompts benefit composed image retrieval.” ICLR 2024.

The animal is

now standing —p

and by himself.

(a)

CEEEEEE—
Text

Encoder
ettt )

Image
Encoder

Fusion

AR
Retrieved image

The| animal | is

nowlstandingl

W
Reference image

L

Text

The animal is a

h rts, th
Prompt i REMaBRyETe

Generation
\_)

Image
Encoder

animal is nhow
standing and by
himself.

Text
Encoder

Search
v

Retrieve image

(c)

=

The animal is
l S*: Pseudo-word Animal and Human ™ Now standing
and by himself.

Reference image

b g
Retrieved image

(b)

3
Textual | A photo of s* 9
Inversion

\ 4

) Search Text
C): Encoder
Text U Candidate images
Encoder
—

A

[z]s| - |[z]\| Dog | pull | the]| -

. Search Ca

33 =
L% Image
gn%’ > Q-Former Encoder
T T
el el 1 > : A
EE fyg e
Queries  Reference i.mage Retrieved image



MLLM for

Generation Tasks

* LLaVA: Visual instruction tuning LLMs

Data Size |

Response formatting prompts

LLaVA [36] 158K
ShareGPT [46] 40K

VQAV2[19] 83K
GQA [21] 72K
OKVQA [41] 9K

OCRVQA [42] 80K

Answer the question using a single word or phrase.

A- 66K
OKVQA [45]

Answer with the option’s letter from the given
choices directly.

TextCaps [47] 22K

Provide a one-sentence caption for the provided
image.

RefCOCO 48K
[24, 40]

VG [25] 86K

Note: randomly choose between the two formats
Provide a short description for this region.

Provide the bounding box coordinate of the region
this sentence describes.

Total 665K |

language model (Vicuna v1.5 13B)
ENENNEEEE I o

vision-language connector (MLP) tokenizer &
embedding

vision encoder (CLIP ViT-L/336px) .
User: what is

unusual about
this image?

=4 What 1s unusual about this image? give coordinates
[xmin,ymin,xmax,ymax| for the items you reference.

The unusual aspect of this image is the man [0.392,0.254,0.652,
0.530] standing on top of the ironing board [0.338,0.392,0.668,0.7
56] in the back of the yellow SUV [0.452,0.384,0.998,0.738]. The
scene 1s unusual and unexpected, as one would typically not expect
to see someone ironing clothes while standing on top of the car.

Liu, Haotian, et al. "Improved baselines with visual instruction tuning." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2024.



MLLM for * BLIP2 connect Q-Former (with the frozen image

. encoder attached) to a frozen LLM to harvest the LLM'’s
Generation Tasks generative language capability.

3 [D - N Output Text [ a cat wearing sunglasses ]

Bootstrapping from a N S i
Decoder-based s e . Fully 3
Large Language Model | Encoder [ Lo ] [Connected J = LLM Decoder
(e.g. OPT) F )

CEIEEEIE) \{D O-3m)
Learned Queries

e (mO-mm Suffix Text | wearing sunglasses |

Bootstrapping from an

Encoder-Decoder-based : s Fully : :
Large Language Model - Encodor [ Q-Former ] [ Conbaatad J # LLM Encoder % LLM Decoder
(e.g. FlanT5) r )
(I 1 \'[IZI O-mm)(acat)
Input Image Learned Queries Prefix Text

Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large language models." ICML 2023.



* Any-to-any LLM: NExT-GPT achieves universal
M LLM for multimodal understanding and any-to-any modality input

: and output by connecting LLM with multimodal adaptors and
GeneratIOﬂ TaSkS diffusion decoders.

N
Text ==
: ) | Image Input Image Output s (o]
Image (™ Projection (A\ Projection (A\ ? /_\’J
Audi o A S
. m Video Input Video Output E
i Projection o e g R
More modalities oo oo
Multimodal Input LLM-centric =~ LLM-based Semantic Instruction-following ~ Multimodal Output
Encoding Alignment Understanding Alignment Generation

Wu, Shenggqiong, et al. "Next-gpt: Any-to-any multimodal lIm." arXiv preprint arXiv:2309.05519 (2023).
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Jnified VL
\Vodels for
—ashion Tasks

Adapt-MLP

( wme ]|| ( Adaptmp |

[ Layer Norm ] [ Layer Norm ]

- (Cross-Modal Retrieval (XMR)) \

Long sleeve relaxed-fit silk blazer in light peach. Shawl collar. Single-button
closure and patch pockets at front. Breast pocket. Slits at sleeve cuffs. Vented at back.

[ S 9 @ A ¢ ¢ H» §
| Ve | ' i‘ kL
G AR L G il ww

(-

Task-Specific

\_
9 7 ] Cross-Attention

Q K \

{_Text-Guided Image Retrieval (TGIR))

is a black and white dress, is strapless

£

!

Adapter (TSA) ye
One fi h task
(One for each task) Cross-Attention
Adapter (XAA)

; 4 (Shared by all tasks)

Zy—1

Task-versatile Transformer layer
equipped with two adapters: cross-
attention adapter (XAA) and task-specific
adapter (TSA).

'—(Sub-Category Recognition (SCR)%

‘ Slouchy lamb nubuck patrol
3 hat in black. Wrinkling and

\ light distressing throughout.
Fully lined.

[FLAT CAPS]

'—(Fashlon Image Captioning (FIC))—

nerate Grey & brown
camo prmt tank top. Relaxed-fit
tank top in tones of grey, brown,
and black. Signature snake
graphic print throughout. Ribbed
crewneck collar. Tonal stitching.

Han, Xiao, et al. "Fame-vil: Multi-tasking vision-language model for heterogeneous fashion tasks." CVPR 2023,



Head Head (| Head [T Head
( N\ [ N\ Va s N\ Va sy N\ ) ~\
Lx r D E), Lx Lx r D j r D j Lx Lx 69 r <> Lx
TsA || mee mee | TsA sa J(_me ] xaa xaa | mep [ Tsa 1sA | mee xaA | mp | Tsa
— ] — —— E J — —] > T >
MHSA MHSA MHSA MHSA MHSA MHSA
\_ T VAN I J . : VAN i J . } W, { J
| |
Vision Input  Language Input Vision Input Language Input Vision Input Language Output (shifted right)
(a) Contrastive Mode (b) Fusion Mode (c) Generative Mode

* Contrastive mode supports Cross-Modal Retrieval tasks.

F * Fusion mode: Both XAA and TSA modules are enabled in this
J n |f| ed \/ |— mode. Given an input image-text pair, a fusion encoder producing
Models for

two cross-modal attended representations for the Composed
~ashion Tasks

Image Retrieval task.
Han, Xiao, et al. "Fame-vil: Multi-tasking vision-language model for heterogeneous fashion tasks." CVPR 2023.

\
/

Generative mode works as a seg2seq model performing the
generative tasks auto-regressively, e.g., Fashion Image Captioning.

o’




* Previous works have not thoroughly explored multimodal
generation and retrieval tasks within a unified model.

I\/l Q’[|\/a’[i Oon * Investigating task correlations and integrating retrieval tasks
with generation tasks is both necessary and promising.

XMR: Cross-modal retrieval tasks; CIR: Composed image retrieval task.

Model Types | Task Domain | Model | Main Structure | XMR | CIR | TextGeneration | Image Generation
. General CLIP (2021) Dual-stream Transfomer 4 X X X
Cross-modal Retrieval ] ) ]
Fashion FashionBERT (2020) Single-stream Transfomer v X X X
Multimodal LLM | Genmeral |  LLaVA(2023) | CLIP, LLM X | X 4 | X
Composed Image Retrieval ‘ General ’ SPRC (2024) | CLIP,Qformer ’ X | v | X ’ X
. e General ControlNet (2023) Stable diffusion X X X 4
Conditional Diffusion i
Fashion Stable VITON (2023) Stable diffusion X X X 4
General NEXT-GPT (2023) ImageBind,LLM,Diffusion X X v v
Unified Model Fashion FAME-ViL (2023) Dual-stream Transfomer v v v X
General BLIP2 (2023) CLIP,Qformer,LLM v X v X
Unified Model (Ours) | Fashion UniFashion | CLIP,Qformer,LLM,Diffusion | v | v | v | v




UniFashion: A:}rﬁ.ified Vision=Language
Model for Multimodal Fashion Retrieval
and Generation

Xlangyu Zhao, Yuehan Zhang, Wenlong Zhang, Xiao-Ming Wu

https://arxiv.org/abs/2408.11305



Text-to-Image Retrieval Text-to-Image Generation

UniFashion: A
Unified VL Model for  Saaseimis,
panelled leather dress in black.

Fashion Retrieval & |
G e n e ra t | O n Image-to-Text Retrieval Image-to-Text Generation

A black dress with a black belt, the dress has a
looser fit and longer sleeves, and it features a
wider v-neckline.

L Ivory Open Knit Anchor Dress. Orange Orchid Beam Duchess
: Unstructured knit dress in i Dress. Structured dress in t f s : :
w;:?te. et Cos Ty pl::;lse... clired dress mones o Long sleeve shirt in white and black plaid. Button-
down spread collar. Button closure at front. Breast

pocket. Single-button barrel cuffs. Curved hem.

Champagne Crepe Deep-V Dress. Black Lambskin Fringe Detail S
Tonal stitching.

¢ E n CO m p a SS a I I m u I t i m 0 d a I ‘ ' Long sleeve crepe dress in ShiftDress. Sleeveless boxy-fit
- - champagne panelled leather dress in black.
retrieval & generation tasks:

Composed Image Retrieval Composed Caption Generation

1. Cross-modal retrieval
2. Text-guided image

is green with a four A black shirt with white letters and a white

. !eafclover,d h has white letters, skull on it. the shirt has a camouflage
ret reva | :ngtr FEGERCEER S0 has more buttons pattern and is buttoned up.

3. Fashion image captioning
4. Fashion image generation Composed Image Generation

1. A yellow t-shirt with a graphic design on the front. The t-shirt has short
sleeves and a crew neckline.

2. A long-sleeved top in a soft pink or mauve color. The top features a ribbed
texture throughout. A lace or embroidered detail across the chest area.




Phase 1. Cross-
modal Pre-training

Text-to-Image Retrieval

Black Lambskin Fringe Detail
ShiftDress. Sleeveless boxy-fit
panelled leathier dress in black.

Image-to-text Retrieval

v {Ivory Open Knit Anchor Dress.
|Unstructured knit dress in ivory
’ ‘ |white.
Champagne Crepe Deep-V Dress.
‘ l Long sleeve crepe dress in
champagne

Orange Orchid Beam Duchess
Dress. Structured dress in tones of
purple...

Black Lambskin Fringe Detail
ShiftDress. Sleeveless boxy-fit
panelled leather dress in black.

* UniFashion acquires robust cross-modal fashion
representation capabilities through pre-training, leveraging both

Text-to-Image Generation

A black dress with a black belt, the dress has a
looser fit and longer sleeves, and it features a
wider v-neckline.

Image-to-Text Generation

Long sleeve shirt in white and black plaid. Button-
down spread collar. Button closure at front. Breast

pocket. Single-button barrel cuffs. Curved hem.
Tonal stitching.

Image
Input

the LLM and the diffusion model.
* Leverage Q-Former as the multimodal encoder.

&
U-Net

LLM

Generation Module

Image ;ﬁumx],
Generation Decoder
A blue Hawaiian shirt with a
Caption colorful design. The shirt is
T made of cotton and has a

button-up collar. The design
includes palm trees, parrots...

Retrieval Module

TSA ¢ — Contrastive

Learning

I [CLS] I’l'hc[ imagcl features l |

[IZIEI/-I;-EII]

Multimodal
Encoder

Uni-modal
Masking

Multimodal
Encoder

T

T

(OoO-Oom )

A blue Hawaiian shirt

Learnable Queries

with a colorful design...

Image Caption

Phase 1



* UniFashion acquires robust cross-modal fashion
Phase 1: Cross- representation capabilities through pre-training, leveraging both

C the LLM and the diffusion model.
modal Pre-training

* Leverage Q-Former as the multimodal encoder.

 (Cross-modal Retrieval

Generation Module

B XT yi
Image AutoKI eXp i ) ]
- L X,Y) E
m Generation } g ITC( P > exp[)\(XiT . YJ)]

A blue Hawaiian shirt with a

LLM O Caption 5 colorful design. The shirt- is ° Cross_modal Generation

made of cotton and has a

Generation button-up collar. The design . .
includes palm trees, parrots... ° Tal'get Capthn gel’lerathn
Retrieval Module
L TSA &9 — Contrastive 1
0 Learning j Lt = _z Z log qu(wﬂwila fG(Q))
[ E] D E] . ] |[CLS]|Thc| image fcaturcsl... | I=1
A T
) 9 |Uni-modal ) o 1 1
Multimodal Masking Multimodal g Target image generation
Encoder Encoder
) _ r T\ |2
e I Lo = Eero[ll€” = €5 (xer, Je(0), )]
Image with a colorful design...
Inp"lt Learnable Queries Image Caption

Phase 1



The model undergoes fine-tuning to process both image and text

Phase 2 Com posed inputs, refining its ability to learn composed modal representations.

\/] U |t| mOdal FI ne - * This is achieved by aligning the multimodal encoder (Q-Former)
: with the LLM and the diffusion model for enhanced performance.
tuning

Generation Module

o Image

Zt g
. U-Net Generation

A black shirt with white letters and a white
has white letters, skull on it. the shirt has a camouflage Reference The shirt is a white t-shirt

Composed Image Retrieval
has more buttons : g .
tt d is buttoned up. - : s
| pattern and is buttoned up. Image LLM =] Captlon with a short sleeve. It is a

Generation simple, plain design with no

pattern or print
Composed Image Generation
1. A long-sleeved top in a soft pink or mauve color. The top features a ribbed A
texture throughout, which suggests a stretchy, comfortable fit. There is a lace 2 Retrieval Module
or embroidered detail across the chest area. The neckline appears to be a [‘ S ' .
simple crew neck. / Contrastlve
2. The image shows a yellow t-shirt with a graphic design on the front. The \ " TSA o > .
5 : ; i i : . : Learning

design appears to be a stylized, abstract representation of a word or phrase.

s et v i ' I[CLS] [Has]1onger [ - ] [ OO0 B ]
T T

) | Bidirectional 0

Multimodal Encoder i Multimodal Encoder
T

/|\
Has longer sleeves [ D DD . ]

and is lighter in color

Composed Caption Generation

is green with a four
leaf clover,

is green and has no
text

B

Target
Learnable Queries Text Guidance Learnable Queries Image

Phase 2



Phase 2: COm posed * The model undergoes fine-tuning to process both image and text

Inputs, refining its ability to learn composed modal representations.

Multimodal Fine- + This is achieved by aligning the multimodal encoder (Q-Former)
: with the LLM and the diffusion model for enhanced performance.
tun| Ng

* Composed Image Retrieval

Generation Module

Image
Zt g
. U-Net Generation

The output sequence of Multimodal Encoder consists of

Auto- learnable queries and encoded text guidance, which
FIEEIT includes e, the embedding of the output of the [CLS]
Reference token. Z and Z, is the target image/caption’s output
Image — Caption The shirtis a white t-shirt sequence from Multimodal Encoder:
Generation simple, plain design with no
pattern or print ‘4

Retrieval Module

Contrastive

TSA © Learning
|[CLS]|Has|lo*cr|...| (DDO-Om )

/I\

Ly = Lrrc(ees, ZT) + Litc(€cs, Zo)

* Composed multimodal Generation

]
Multimodal Encoder

£ | Bidirectional
Multimodal Encoder

L
1
Lt = 7 E logp¢(w;q|wil,f9(q3))
=1

/l\ /[\
ey (OO-EE)
Learnable Queries Text Guidance Learnable Queries Im"‘gge £q21 — Eey X0 Hlex N ETxI (th ’ fC (qR) ’ tm) ||2]
Phase 2 |



* The diffusion model receives multimodal encoder’s output, cloth

:lﬂe—ltUﬂlﬂg ]COI' sketch and human features as input, then generate the target images.
Fashion Image « We provide the cloth sketch and text guidance as a multimodal input
— A+ to the encoder, such that the extracted image sketch and text features
_dltlng/Try—On TaSkS are more relevant to the ground truth.

Cloth Sketch

TSA @ ——— SD Encoder
T (copy)
[[:I - [:I]
Text Guidance T T
p
yellow dillon-fit floral shirt, (o)
maulticolor nly floral print shirt ®) \L \I, %;/
Multimodal N N
Encoder e S
% g““% SD Encoder SD Decoder g
> 5
N J = g
—/ \
Cloth Sketch
[D [] v D ] ‘
Learnable Queries Human features




Cross-modal Retrieval & Generation Tasks

| Image to Text

Text to Image

Image Captioning

Model Mean Model |
@ @ )

| Rel Re@5 Rel0 Rel Re5 Rel0 | BLEU-4 METEOR ROUGE-L  CIDEr
FashionBERT (Li ctal., 2022) | 23.96 4631 5212 2675 4648 5574  41.89 ——— _ — :
OSCAR (Alayrac et al., 2022) 2339 4467 5255 25.10 49.14 56.68 4192 FashionBERI 3.30 9.80 29.70 30.10
KaledioBERT (Li ct al.. 2023b) | 27.99  60.09 6837 3388 60.60 6859  53.25 OSCAR 4.50 10.90 30.10 30.70
EI-CLIP (Li et al., 2023b) 3870 7220 8425 4006 7199 8290  65.02 KaleidoBERT 5.70 12.80 32,90 32 60
MVLT (Dai et al., 2023) 33.10 7720 91.10 3460 7800 89.50  67.25 o e , o2
FashionViL (Zhu ot al.. 20232) | 65.54 9134 9630 6188 8732 9322  82.60 Fashion Vil ;6' ”; 22",’0 32'22 39.30
FAME-ViL (Liu et al., 2023a) | 65.94 9192 9722 62.86 8738 93.52  83.14 FAME-ViL 30.7: 25.04 35.8: 150.4
UniFashion (Ours) | 7144 9379 9751 7141 93.69 9747 8755 UniFashion | 35.53 29.32 54.59 169.5

Table 3 Table 4

Table 3: Performance comparison of UniFashion and baseline models on the FashionGen dataset for cross-modal

retrieval tasks.

Table 4: Image captioning task performance on the FashionGen dataset.



Composed Image Retrieval Tasks

Model | Dress Shirt Toptee Average
| R@10 R@50 | R@l0 R@50 | R@10 R@50 | R@l0 R@50 | Avg.

FashionVLP (Goenka et al., 2022) | 32.42  60.29 31.89  58.44 38.51 68.79 3427 6251 | 48.39
CASE (Levy et al., 2023) 4744 6936 | 4848  70.23 50.18 7224 | 4879  70.68 | 59.74
AMC (Zhu et al., 2023b) 31.73  59.25 30.67 59.08 36.21 66.06 3287  61.64 | 47.25
CoVR-BLIP (Ventura et al., 2024) | 44.55 69.03 4843 6742 52.60 7431 48.53 70.25 | 59.39
CLIP4CIR (Baldrati et al., 2023a) 33.81 59.40 3999  60.45 41.41 65.37 3832 61.74 | 50.03

FAME-ViL (Han et al., 2023) 42.19 67.38 47.64 68.79 50.69 73.07 46.84 69.75 58.29
TG-CIR (Wen et al., 2023) 45.22 69.66 52.60 72.52 56.14 77.10 51.32 73.09 58.05
Re-ranking (Liu et al., 2023b) 48.14 71.43 50.15 71.25 55.23 76.80 51.17 73.13 62.15
SPRC (Bai et al., 2023) 49.18 72.43 55.64 73.89 59.35 78.58 54.92 74.97 64.85
UniFashion w/o cap 49.65 72.17 56.88 74.12 59.29 78.11 55.27 74.80 | 65.04
UniFashion w/o img 32.49 49.11 44.70 59.63 43.16 60.26 40.12 56.33 48.22
UniFashion 53.72 73.66 61.25 76.67 61.84 80.46 58.93 76.93 | 67.93

Table 5: Comparative evaluation of UniFashion and variants and baseline models on the Fashion-IQ dataset for
composed image retrieval task. Best and second-best results are highlighted in bold and underlined, respectively.



Fashion Image Editing/Try-on Tasks

Model | Modalities Metrics

| Text Sketch Pose Cloth FID| KID] CLIP-S
try-on task
VITON-HD (Choi et al., 2021) X X v v 12.12 3.23 -
Paint-by-Example (Yang et al., 2023a) X X v v 11.94 3.85 -
GP-VTON (Xie et al., 2023) X X v v 13.07 4.66 -
StableVITON (Kim et al., 2024) X X v v 8.23 0.49 -
UniFashion (Ours) X X v v 8.42 0.67 -
fashion design task
SDEdit (Meng et al., 2021) v v X 15.12 5.67 28.61
MGD (Baldrati et al., 2023b) v v v X 12.81 3.86 30.75
UniFashion (Ours) X 12.43 3.74 31.29

Table 6: Performance analysis of unpaired settings on VITON-HD and MGD datasets across different input modalities.



-INdINGS

* UniFashion highlights the benefits of exploiting inter-task relatedness to improve
overall performance. For example, the caption generation task enhances the
performance of the image retrieval task.

* UniFashion extends the capability to address multimodal problems. For example, in
the composed image retrieval task, the generative ability of our model enables the
use of the pre-generated captions to enhance the performance.

* UniFashion integrates multiple complex modules (such as Q-Former, LLM, and
diffusion models), potentially increasing computational complexity.
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-INdINGS

* Uniflied model could enhance multimodal retrieval task by using more loss
functions. Generally, the qual/-stream mode/ s trained with the contrastive learning
loss. For example, CLIP. By combining the loss of the generative model, that is,
aligning the embedding after image encoding to LLM to generate captions, better
embeddings can be trained.

* Unifled model could complete the multimodal composed tasks in more aspects. By
iIntroducing LLM, different modalities can be aligned in the form of text. That Is,
when Unifashion is doing the CIR task, it will generate the caption of the target
Image according to the reference image and the guiding text, so that retrieval can
be carried out through the generated caption.



Training dataset

Description of datasets used in two stages:

Data types | Dataset | Size | Stagel | Stage2 | Metrics
FashionGen (Lin et al., 2014) 260.5K 4 4 R@K
CMR : .
Fashion200K (Krishna et al., 2017) 172K v X -
CIR | Fashion-1Q (Liu et al., 2023a) | 18k | X | vV | R@K
- FashionGen (Liu et al., 2023a) 260.5K v v BLEU,CIDEr,METEOR,ROUGE-L
' Fashion-1Q-Cap 60K 4 X -
FIG VITON-HD (Goyal et al., 2017) 83K X v FID, KID
J
MGD (Schwenk et al., 2022) 66K X v FID.KID,CLIP-S
Table 1

Instruction-Tuning LLMs for Different Caption Style

Dataset | Instruction
Fashion200K | USER:<image>+Short description. Assistant:
FashionGen | USER:<image>+Write a detail and professional description for the cloth. Assistant:

Fashion-1Q-cap | USER:<image>+Describe the cloth’s style, color, design... and other key points. Assistant:

Table 2



Multimodal Models — Cross-modal Retrieval Models
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(e) Image-to-Text Generation
Image Captioning (COCO)

BEIT-3 can be transferred to various vision and vision-language downstream tasks. With a shared Multiway Transformer, it
can reuse the model as (a)(b) vision or language encoders; (c¢) fusion encoders that jointly encode image-text pairs for deep

interaction; (d) dual encoders that separately encode modalities for efficient retrieval; (e) sequence-to-sequence learning for
image-to-text generation.

Wang, Wenhui, et al. "Image as a foreign language: Beit pretraining for vision and vision-language tasks." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.

(d) Dual Encoder
Image-Text Retrieval (Flickr30k, COCO)



Ablation study for UniFashion:

Model | CMR | CIR | FIC | FIG
Base 87.38 64.76 - -
Base+LLLM 87.49 | 65.04 | 36.21 -

Base+LLM w/cap | 87.49 | 66.83 | 36.21 -
Base+LLM+diff. 87.55 | 67.93 | 35.53 | 12.43

Ablation study and analysis of UniFashion across FashionGen, Fashion-1Q, and VITON-HD Datasets. Metrics
reported include average image-to-text and text-to-image recall for cross-modal retrieval(CMR), average recall for

composed image retrieval(CIR), BLEU-4 for Fashion Image Captioning, and FID for Fashion image generation
(FIG).



Multimodal Models -- Vision-Language Pre-training models

Single-stream architecture:

This technique overtly aligns
multi-modal token embeddings,
culminating in the generation of
token-level matching scores for
input image-text pairs.
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Gao D, Jin L, Chen B, et al. Fashionbert: Text and image matching with adaptive loss for cross-modal retrieval[C]//Proceedings of the 43rd International ACM SIGIR
Conference on Research and Development in Information Retrieval. 2020: 2251-2260.
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Multimodal Models -- Conditional Diffusion Models
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The output of the ControlNet block is combined with the output elements of the
corresponding Unet Encoder(Middle) block, and then fed together via jumper to the
corresponding Unet Decoder block.

The additional input is another image, such as, sketch, canny edge, etc. This
additional input serves as a control condition of the Stable Diffusion model. It can
control the image result generated by Stable Diffusion so that it conforms to the
conditional image features we input.

Sketch

Normal map

Depth map

Canny[! 1] edge

Zhang, Lvmin, Anyi Rao, and Maneesh Agrawala. "Adding conditional control to text-to-image diffusion models." Proceedings of the IEEE/CVF International Conference on Computer

Vision. 2023.



Multimodal Models — Conditional Diffusion Models
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Baldrati, Alberto, et al. "Multimodal garment designer: Human-centric latent diffusion models for fashion image editing." Proceedings of the IEEE/CVF International Conference on
Computer Vision. 2023.




Multimodal Models -- Multimodal Language Models with Diffusion Models

Model Source Stream Main structure Backbone Core technology
Oscar [47] ECCV20 Single Transformer — Mask mechanism
Uniter [48] ECCV20 Single Transformer — Mask mechanism

Unicoder [49] AAAI20 Single Transformer - Mask mechanism
SOHO [50] CVPR21 Single CNN, Transformer — Mask mechanism
ALIGN [51] ICML21 Dual CNN, Transformer — Contrastive learning

CLIP [52] ICML21 Dual CNN, Transformer — Contrastive learning
FashionBERT [53] SIGIR20 Single Transformer BERT [218] Mask mechanism

EI-CLIP [54] CVPR22 Dual Transformer CLIP [52] Contrastive learning
TEAM [55] MM22 Single Transformer ViT [219], BERT [218] | Contrastive learning
COTS [56] CVPR22 Dual Transformer ViT [219], BERT [218] | Contrastive learning

CSIC [57] TCSVT23 Single Transformer Uniter [48] Triplet ranking
AGREE [58] WSDM23 Dual Transformer ViT [219], CLIP [52] Contrastive learning

Summary of VLP model method for image-text matching.

Zhu, Lei, et al. "Cross-modal retrieval: a systematic review of methods and future directions." arXiv preprint arXiv:2308.14263 (2023).




Multimodal Models -- Multimodal Language Models

Visual V2L VInstr.
Model LLM Encoder Adapter Tuning Main Tasks & Capabilities
BLIP-2 (Liet al., 2023g) FlanT5-XXL-11B* EVA ViT-g Q-Former X Visual Dialogue, VQA, Captioning, Retrieval
FROMAGe (Koh et al., 2023b) OPT-6.7B* CLIP ViT-L Linear X Visual Dialogue, Captioning, Retrieval
Kosmos-1 (Huang et al., 2023b) Magneto-1.3B¢ CLIP ViT-L Q-Former* X Visual Dialogue, VQA, Captioning
LLaMA-Adapter V2 (Gao et al., 2023) LLaMA-7B* CLIP ViT-L Linear X VQA, Captioning
OpenFlamingo (Awadalla et al., 2023) MPT-7B* CLIP ViT-L XAttn LLM X VQA, Captioning
Flamingo (Alayrac et al., 2022) Chinchilla-70B* NFNet-F6 XAttn LLM X Visual Dialogue, VQA, Captioning
PaLI (Chen et al., 2023j) mT5-XXL-13B* ViT-e XAun LLM X Multilingual, VQA, Captioning, Retrieval
PaLI-X (Chen et al., 2023h) UL2-32B* ViT-22B XAttn LLM X Multilingual, VQA, Captioning
LLaVA (Liu et al., 2023e) Vicuna-13B¢ CLIP ViT-L Linear v Visual Dialogue, VQA, Captioning
MiniGPT-4 (Zhu et al., 2023a) Vicuna-13B* EVA ViT-g Linear v VQA, Captioning
mPLUG-Owl (Ye et al., 2023¢) LLaMA-7B4 CLIP ViT-L Q-Former® v Visual Dialogue, VQA
InstructBLIP (Dai et al., 2023) Vicuna-13B* EVA ViT-g Q-Former v Visual Dialogue, VQA, Captioning
MultiModal-GPT (Gong et al., 2023) LLaMA-7B* CLIP ViT-L XAttn LLM v Visual Dialogue, VQA, Captioning
LaVIN (Luo et al., 2023) LLaMA-13B* CLIP ViT-L MLP v Visual Dialogue, VQA, Captioning
Otter (Li et al., 2023b) LLaMA-7B* CLIP ViT-L XAttn LLM 4 VQA, Captioning
Kosmos-2 (Peng et al., 2023) Magneto-1.3B¢ CLIP ViT-L Q-Former* v Visual Dialogue, VQA, Captioning, Referring, REC
Shikra (Chen et al., 2023f) Vicuna-13B* CLIP ViT-L Linear v Visual Dialogue, VQA, Captioning, Referring, REC, GroundCap
Clever Flamingo (Chen et al., 2023b) LLaMA-7B4 CLIP ViT-L XAttn LLM v Visual Dialogue, VQA, Captioning
SVIT (Zhao et al., 2023a) Vicuna-13B* CLIP ViT-L MLP v Visual Dialogue, VQA, Captioning
BLIVA (Hu et al., 2024) Vicuna-7B* EVA ViT-g Q-Former+Linear v Visual Dialogue, VQA, Captioning
IDEFICS (Laurencon et al., 2024) LLaMA-65B* OpenCLIP VIT-H XAttn LLM v Visual Dialogue, VQA, Captioning
Qwen-VL (Bai et al., 2023b) Qwen-7B¢ OpenCLIP ViT-bigG ~ Q-Former* v Visual Dialogue, Multilingual, VQA, Captioning, REC
StableLLaVA (Li et al., 2023i1) Vicuna-13B* CLIP ViT-L Linear v Visual Dialogue, VQA, Captioning
Ferret (You et al., 2023) Vicuna-13B* CLIP ViT-L Linear v Visual Dialogue, Captioning, Referring, REC, GroundCap
LLaVA-1.5 (Liu et al., 2023d) Vicuna-13B* CLIP ViT-L MLP v Visual Dialogue, VQA, Captioning
MiniGPT-v2 (Chen et al., 2023e) LLaMA-2-7B4 EVA ViT-g Linear v Visual Dialogue, VQA, Captioning, Referring, REC, GroundCap
Pink (Xuan et al., 2023) Vicuna-7B4 CLIP ViT-L Linear v Visual Dialogue, VQA, Captioning, Referring, REC, GroundCap
CogVLM (Wang et al., 2023c) Vicuna-7B* EVA ViT-E MLP v Visual Dialogue, VQA, Captioning, REC
DRESS (Chen et al., 20231) Vicuna-13B4 EVA ViT-g Linear v Visual Dialogue, VQA, Captioning
LION (Chen et al., 2023d) FlanT5-XXL-11B* EVA ViT-g Q-Former+MLP v/ Visual Dialogue, VQA, Captioning, REC
mPLUG-OwI2 (Ye et al., 2023d) LLaMA-2-7B* CLIP ViT-L Q-Former:fc v Visual Dialogue, VQA, Captioning
SPHINX (Lin et al., 2023b) LLaMA-2-13B* Mixture Linear v Visual Dialogue, VQA, Captioning, Referring, REC, GroundCap
Honeybee (Cha et al., 2023) Vicuna-13B¢ CLIP ViT-L ResNet blocks v Visual Dialogue, VQA, Captioning
VILA (Lin et al., 2023a) LLaMA-2-13B* CLIP ViT-L Linear v Visual Dialogue, VQA, Captioning
SPHINX-X (Gao et al., 2024) Mixtral-8 x 7B* Mixture Linear v Visual Dialogue, Multilingual, VQA, Captioning, Referring, REC

Summary of MLLMs with components specifically designed for image generation and editing. (¢ : training from scratch; ¢ fine-tuning; A: fine-
tuning with PEFT techniques; *: frozen). Gray color indicates models not publicly available.

Caffagni, Davide, et al. "The (r) evolution of multimodal large language models: A survey." arXiv preprint arXiv:2402.12451 (2024).



Multimodal Models -- Multimodal Language Models with Diffusion Models

Model LLM Visual Encoder Supporting Model Main Tasks & Capabilities

GILL (Koh et al., 2023a) OPT-6.7B* CLIP ViT-L SD v1.5% Visual Dialogue, Retrieval, Image Generation

Emu (Sun et al., 2023b) LLaMA-13B* EVA ViT-g SD v1.5¢ Visual Dialogue, VQA, Captioning, Image Generation

SEED (Ge et al., 2023a) OPT-2.7B* EVA ViT-g SD v1.4% VQA, Captioning, Image Generation

DreamLLM (Dong et al., 2023) Vicuna-7B* CLIP ViT-L SD v2.1% Visual Dialogue, VQA, Captioning, Image Generation, Interleaved Generation
LaVIT (Jin et al., 2023) LLaMA-7B* EVA ViT-g SD v1.5¢ VQA., Captioning, Image Generation

MGIE (Fu et al., 2024) LLaVA-7B* CLIP ViT-L SD v1.5¢ Image Editing

TextBind (Li et al., 2023f) LLaMA-2-7B* EVA ViT-g SD XL* Visual Dialogue, VQA, Captioning, Image Generation

Kosmos-G (Pan et al., 2023) Magneto-1 3B CLIP ViT-L SD v1.5% Image Generation, Compositional Image Generation

MiniGPT-5 (Zheng et al., 2023) Vicuna-7B4 EVA ViT-g SD v2.1* Visual Dialogue, Image Generation, Interleaved Generation

SEED-LLaMA (Ge et al., 2023b) LLaMA-2-13B*  EVA ViT-g SD unCLIP* Visual Dialogue, VQA, Captioning, Image Generation, Interleaved Generation
CoDi-2 (Tang et al., 2023) LLaMA-2-7B4 ImageBind SD unCLIP* Visual Dialogue, Audio Understanding, Image Generation, Image Editing
Emu2 (Sun et al., 2023a) LLaMA-33B* EVA ViT-E SD XL* Visual Dialogue, VQA, Captioning, Image Generation, Image Editing
LLMGA (Xia et al., 2023a) LLaVA-13B* CLIP ViT-L SD XL* Visual Dialogue, VQA, Image Generation, Image Editing

SmartEdit (Huang et al., 2023c¢) LLaVA-13B4 CLIP ViT-L SD* Image Editing

VL-GPT (Zhu et al., 2023b) LLaMA-7B4 CLIP ViT-L SD v1.5% Visual Dialogue, VQA, Captioning, Image Generation, Image Editing
MM-Interleaved (Tian et al., 2024a)  Vicuna-13B* CLIP ViT-L SD v2.1* VQA, Captioning, REC, Image Generation, Interleaved Generation

JAM (Aiello et al., 2024) LLaMA*-7B* - CM3Leon* Image Generation, Interleaved Generation

Summary of MLLMs with components specifically designed for image generation and editing. (9 : training from scratch; ¢ fine-tuning; A : fine-tuning
with PEFT techniques; *: frozen). Gray color indicates models not publicly available.

Caffagni, Davide, et al. "The (r) evolution of multimodal large language models: A survey." arXiv preprint arXiv:2402.12451 (2024).



