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Multimodal Pretraining and Generation for Recommendation: A Tutorial, Web Conference 2024 

Multimodal Pretraining, Adaptation, and Generation for Recommendation: A Survey, arXiv:2404.00621 



 PMG: Personalized Multimodal Generation with LLM 

 Converts user behaviors (conversations, clicks, etc) into 

natural language 

 Extract user preference descriptions, both hard and soft 

preference embeddings 

 Preference conditioned multimodal generation 

 Improves 8% in terms of personalization measure 
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PMG : Personalized Multimodal Generation with Large Language Models, The Web Conference 2024 

Friday 17 May 2024: 2:30 - 4pm Poster Session 

PMG for Recommendation: multimodal → image w/ LLM 
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PMG for Recommendation: multimodal → image w/ LLM 
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PMG for Recommendation: multimodal → image w/ LLM 



PMG for Recommendation: multimodal → image w/ LLM 
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PMG for Recommendation: multimodal → image w/ LLM 

 Data 

1) Generating personalized images of products whose original images are missing according to 

the historically clicked products of the user. POG dataset, a multimodal dataset of fashion 

clothes. We selected 2,000 users and 16,100 items for experiments. 

2) Generating personalized posters of movies according to historical watched movies of user. 

MovieLens Latest Datasets, 9,000 movies, 600 users, and 100,000 rating interactions. 

3) Generating emoticons in instant messaging according to current conversation and historically 

used emoticons of the user. We do not train soft preference embeddings and only use 

keywords to generate images. 
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Human evaluation score, range (1, 2, 3) 



 Multi-task Multimodal generation, answering different types of questions 
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Towards Unified Multi-Modal Personalization: Large Vision-Language Models for Generative Recommendation and Beyond, ICLR 2024 

PMG for Preference Questions: multimodal → multimodal w/ V-LM 



 Item contextual data is serialized and processed through fine-grained cross-modal fusion 
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PMG for Preference Questions: multimodal → multimodal w/ V-LM 



Personalized Generation: text → text w/o LLM 

 News Headline Generation 

 

 

 

 

 

 

 

 Framework 

 Evaluation 

 Automtaic 

 Informativeness: F1 ROUGE 

 Fluency: longest common subsequence (ROUGE-L)  

 Human evaluation 
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Framework 

PENS: A Dataset and Generic Framework for  

Personalized News Headline Generation, ACL 2021 

Put Your Voice on Stage: Personalized Headline  

Generation for News Articles, TKDD 2023 

Framework 

Put Your Voice on Stage: Personalized Headline  

Generation for News Articles, TKDD 2023 



Personalized Generation: item → text w/o LLM 

 Personalized Answer Generation in E-commerce 

 

 

 

 

 

 

 

 

 

 

 

 

Towards Personalized Answer Generation in E-Commerce via Multi-Perspective Preference Modeling, TOIS 2022 
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Personalized Generation: text → text w/ LLM 

 Benchmark, RAG (Retrieval Augmented Generation) paradigm 

    LaMP: When Large Language Models Meet Personalization, arXiv:2304.11406 

 7 Tasks 

 

 

 

 

 

 

 Using RAG paradigm 
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Personalized Generation: text → text w/ LLM & Human 

 LLM-assisted news headline generation 

 Human-AI Text Co-Creation 
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Harnessing the Power of LLMs: Evaluating Human-AI Text  

Co-Creation through the Lens of News Headline Generation,  

EMNLP 2023 



(non-Personalized) Multimodal Generation: multimodal → multimodal 

 Multi-modal News Headline Generation 
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Towards Unified Uni- and Multi-modal News Headline Generation,  EACL 2024 



Other Tasks of Multimodal Generation for Recommendation 

 Marketing Copy Generation 

 Generate the promotional copy 

 

 

 Explanation Generation 

 Generate reasons why an item is recommended 

 

 

 Dialogue Generation 

 Generate questions for clarification during conversational search 
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GCOF: Self-iterative Text Generation for Copywriting  

Using Large Language Model, arXiv:2402.13667 

Personalized Reason Generation for Explainable  

Song Recommendation. TIST 2019 

Zero-shot Clarifying Question Generation for  

Conversational Search, Web Conference 2023 



What’s Next 

 Multimodal → multimodal for Recommendation 

 Improve the control of correctness (text, image, video, etc) 

 Include more modalities, such as audio, video 

 Interactive multimodal generation 
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Thanks and Questions? 

 

Hiring junior academics, postdocs, PhD students  

Contact email: 

rayteam@yeah.net 
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